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Abstract: The missing data is likely to occur in statistical analyses. The quality 
of the data is affected by the used imputation method. In this paper, a method is 
proposed to impute the missing data on variables of interest (i.e., recipient) 
using observed values from other variables (i.e., donors). Some existing 
methods rely upon only the recipient (e.g., unconditional means), others rely on 
the recipient and one donor (i.e., interpolation). The proposed method depends 
on the similarities of the values in the donor to impute the missing data in the 
recipient. If the similarities are not sufficient to impute all missing values, 
another method is combined with the proposed method to impute the residual 
missing data. The proposed approach is straightforward and can be combined 
with existing methods. The empirical study validated the superiority of the 
proposed approach and showed that it can significantly improve the quality of 
data. In addition, the improvement is more remarkable when the missing values 
ratio is greater. 
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1 Introduction 

Collection and analysis of data form the basis of all empirical research. Almost data 
matrices involve missing values. Missing values have been a matter for data analysis in 
numerous sciences because derived conclusions from incomplete data (i.e., with missing 
values) can be affected, in addition, the algorithms for data analysis were designed for 
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complete data. The analysis involves unknown values (missing values) and known values 
(observed values). 

1.1 The contributions of this paper 

The main objective is to contribute the following points: 

a The most popular methods for handling missing values. 

This paper gives a brief summary of the studies related to handling missing values. It 
shows the pros and cons of the algorithms discussed in the literature review section. 
In addition, it shows the behaviour of the imputed data when using traditional 
techniques. 

b The relationship between the performance of the imputation methods and the 
characteristics of the datasets. 

The performance metrics (e.g., accuracy, error, and imputation time) depend on the 
nature of the algorithm (e.g., uses information from other attributes such as 
interpolation imputation, depends only on the information in the attribute of interest 
such as mean, mode, and median, and create many complete datasets such as Mice) 
used in the imputation, and the characteristics of the data. Data size (i.e., number of 
records and attributes) is one of the most important characteristics of the data. 

c Proposed imputation method. 

This paper proposes a method for imputing missing values. It is supposed that the 
more similar the cases, the closer the answers are. The proposed method benefits 
from the similarities of information in the attribute of interest and other attributes. To 
assess the efficiency of the proposed algorithm, different datasets with different sizes 
are used in the experiments. 

d Performance comparisons. 

This paper compares between the proposed method and common imputation 
packages from the points of view of accuracy which measured by coefficient of 
determination (R squared), error which measured by root mean square error (RMSE) 
and mean absolute error (MAE), and imputation time. 

1.2 Mechanisms that lead to missing data 

Illation is conditional on the relationship (i.e., missing data mechanism) between what is 
unknown and what is known. It is useful to distinguish between missing data mechanisms 
and missing data patterns. A missing data pattern indicates to the configuration of 
observed and missing data in a dataset, whilst missing values mechanisms describe 
possible relationships between measured variables and the probability of missing data. 
Data pattern describes the location of the ‘holes’ in the data and does not explain why the 
data are missing. Although the missing data mechanisms do not offer a causal 
explanation for the missing data, they do represent generic mathematical relationships 
between the data and missingness (Kang, 2013; Silva and Zárate, 2014; Hamidzadeh and 
Moradi, 2019; Schmitt et al., 2015; Madley-Dowd et al., 2019; Choi et al., 2019; 



   

 

   

   
 

   

   

 

   

    Missing data imputation by the aid of features similarities 83    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

Aleryani et al., 2018; Perkins et al., 2018; van Ginkel et al., 2019; Wei et al., 2018; 
Simpson et al., 2019). Three broad types of missingness mechanisms are: 

 Missing completely at random (MCAR): Suppose that the complete data Y = (yij) and 
the missing-value indicator matrix M = (Mij). The missing data mechanism is 
characterised by the conditional distribution of M given Y, say f(M|Y, ), where  
denotes unknown parameter. If missingness does not depend on the values of the 
data Y, missing or observed, that is, if 

   | , | ,f M Y f M for all Y     

 Missing at random (MAR): Let Yobs denotes the observed data, and Ymiss the missing 
data. If the missingness depends only on Yobs of Y not on the data that are missing. 
That is, 

   | , , ,obs missf M Y f M Y for all Y     

 Not missing at random (NMAR): the missingness depends on both observed and 
unobserved (missing) data. 

1.3 Dealing with missing data 

Numerous methods are available for dealing with missing values (Pigott, 2001). These 
methods are categorised into deletion or imputation. In listwise deletion, also known as 
complete case analysis, any case with missing values will be removed. Pairwise deletion, 
also known as available case analysis, minimises the occurrence of loss in listwise 
deletion by maximising all data available by an analysis by analysis basis. Imputation 
means assigns an attribute based on similarity to something else (Davey and Savla, 
2010). In contrast to the listwise method, which uses only cases with complete data, and 
pairwise method, which uses only observed data values, imputation methods involve the 
replacement of missing values with hypothetical data. The imputation methods can be 
done by internal aided and external aided. When the imputation of missing values in a 
variable is done by the aid of the observed values in the same variable, it is called as an 
internal imputation, if the imputation of missing values in a variable is done by the aid of 
the observed values in different variable(s), it is called as an external imputation. Either 
internal/external imputation may be single or multiple imputation. Single imputation 
imputes a single plausible value for each missing point. Multiple imputation creates 
several copies of the dataset, each of which replaces the missing data in a different way. 
The imputed datasets are combined into a single estimate using standard combining rules 
(Campion and Rubin, 1989). 

1.4 Some imputation methods 

 Arithmetic mean imputation: Arithmetic mean imputation (also known as 
unconditional mean imputation) is considered as an internal imputation. It imputes 
the missing values by arithmetic mean of the available cases (i.e., data values 
actually observed) 
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 Interpolation imputation: Interpolation is considered as an external imputation. It 
replaces missing values by constructing new data points within the range of known 
data points. 

 Regression imputation: Regression imputation (also known as conditional mean 
imputation) is considered as an external imputation. It replaces missing values with 
predicted values from a regression equation. 

To show the bias that can result from the use of traditional methods, the first  
20 observations for carat and price variables from diamond dataset are used. 
Observations 2 to 10 are missing and marked by a special value, Not a Number (NaN) 
(Massaron and Boschetti, 2016). The imputed values resulted from four imputing 
approaches; mean, regression, multiple, and interpolation are shown in Table 1. 

Table 1 Imputed values resulted from mean, regression, multiple, and interpolation imputation 
methods 

Complete data  Observed 
data 

Mean 
imputation 

Regression 
imputation 

Multiple 
imputation 

Interpolation 
imputation 

Price Carat  Carat Carat Carat Carat Carat 

326 0.23  0.23 0.23 0.23 0.23 0.23 
326 0.21  NaN 0.274 0.227 0.242 0.23 
327 0.23  NaN 0.274 0.229 0.241 0.235385 
334 0.29  NaN 0.274 0.247 0.244 0.273077 
335 0.31  NaN 0.274 0.250 0.244 0.278462 
336 0.24  NaN 0.274 0.252 0.261 0.283846 
336 0.24  NaN 0.274 0.252 0.288 0.283846 
337 0.26  NaN 0.274 0.255 0.255 0.289231 
337 0.22  NaN 0.274 0.255 0.227 0.289231 
338 0.23  NaN 0.274 0.257 0.266 0.294615 
339 0.3  0.3 0.3 0.3 0.3 0.3 
340 0.23  0.23 0.23 0.23 0.23 0.23 
342 0.22  0.22 0.22 0.22 0.22 0.22 
344 0.31  0.31 0.31 0.31 0.31 0.31 
345 0.2  0.2 0.2 0.2 0.2 0.2 
345 0.32  0.32 0.32 0.32 0.32 0.32 
348 0.3  0.3 0.3 0.3 0.3 0.3 
351 0.3  0.3 0.3 0.3 0.3 0.3 
351 0.3  0.3 0.3 0.3 0.3 0.3 
351 0.3  0.3 0.3 0.3 0.3 0.3 

Mean 0.262  0.274 0.274 0.262 0.264 0.273 
Std. dev. 0.04  0.044 0. 032 0. 035 0. 035 0.035 

In Figure 1, the mean imputation causes all the imputed values of carat to fall on a 
horizontal line. In Figure 2, regression imputation causes them to fall on a regression line. 
Figure 3 shows the imputed values resulted from average of five datasets which created 
from multiple imputation (e.g., using Amelia package) (Honaker et al., 2011). The 
imputed values come from the interpolation are shown in Figure 4. 
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Figure 1 Imputing using mean substitution (see online version for colours) 

 

Figure 2 Imputing using regression substitution (see online version for colours) 

 

1.5 Organisation 

The rest of this paper is organised as follows. Literature review is reviewed in Section 2. 
The proposed algorithm is discussed in Section 3. Section 4 explores the dataset and 
selects the donors. Section 5 shows the experimental results, and the conclusions is 
presented in Section 6. 
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Figure 3 Imputing using multiple substitution (see online version for colours) 

 

Figure 4 Imputing using interpolation substitution (see online version for colours) 

 

2 Literature review 

This section presents a brief summary of the studies related to handling missing values. 
Some of them compare between existing imputation methods, and the others propose 
novel imputation methods. 

Cismondi et al. (2013) improved the performance of the modelling by handling the 
missing values in intensive care units (ICUs) databases. The method implements fuzzy 
modelling after statistical classifier to imputing the determined missing values. Although 
the accuracy of classifications, sensitivity, and specificity has been improved, the  
method may fail in imputing all missing values (Cismondi et al., 2013). Stochastic  
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semi-parametric regression imputation method proposed by Qin et al. (2007) for  
semi-parametric data. The authors compared with deterministic semi-parametric 
regression imputation with a view to making an optimal evaluation about RMSE (Qin  
et al., 2007). Although effectiveness and efficiency are better, RMSE and mean squared 
error (MSE), the accuracy measurements, are susceptible to outliers (Chen et al., 2017). 
Acuña and Rodriguez (2004) compared between four popular handling missing data 
approaches: K-nearest neighbour, complete case analysis, median imputation, and mean 
imputation. The comparison was done using 12 datasets in supervised classification 
problems. Imputation problem is considered as an optimisation problem by Hapfelmeier 
et al. (2014). The authors proposed a framework consisting of K-nearest neighbours, 
decision tree, and support vector machine. Selecting the best approach from opt.knn, 
opt.tree, and opt.svm is done by opt.cv method, and selecting the best method from 
iterative K-nearest neighbours, Bayesian PCA, predictive-mean matching, and mean is 
done by benchmark.cv. Although the authors’ proposed method gives better results, not 
only the time for selecting the best approaches is long, but also the sizes of the used 
datasets which the authors used in the experiments are small (Hapfelmeier et al., 2014). 
Muñoz and Rueda (2009) proposed two imputation quantiles-based algorithms. One of 
them is implemented with the aid of supplementary information, while the other does not 
depend on auxiliary information. In the former algorithm, how to determine the 
relationship between the variable of interest and the supplementary variable is still an 
issue. Li et al. (2004) imputed the missing data exploiting fuzzy K-means clustering idea, 
and evaluated the performance of the algorithm using RMSE. The value of the fuzzifier 
determines whether fuzzy K-means outperforms K-means, this means that the fuzzifier 
value is an important must be determined properly. Comparison between CN2, K-nearest 
neighbour, and C4.5 was done in different missing data ratio was done by Batista and 
Monard (2002). Although, their analysis showed that that K-nearest neighbour approach 
exceeds CN2 and C4.5 regardless the missingness percentage, C4.5 may competes with 
ten-nearest neighbour. Aydilek and Arslan (2013) proposed a method combining fuzzy 
clustering with genetic algorithm and support vector regression to imputing missing data. 
The authors compared their method with SvrGa, Zeroimpute, and FcmGa methods. 
Although their method was better in imputation accuracy, the size of the complete dataset 
affects the efficiency of the training phase, which means that if many variables have 
many missing values, many instances will be forsaken (Aydilek and Arslan, 2013). 
Batista and Monard (2003) analysed the efficiency of K-nearest neighbour imputation 
method against the mode/mean imputation, and the internal methods used by CN2 and 
C4.5 to handle missing data in different datasets with different missingness percentages. 
K-nearest neighbour is characterised by its simplicity and higher performance compared 
with mode/mean imputation, however, it needs to find the nearest neighbours of each 
instance with missing value(s), which makes it more expensive with big datasets. 
Honghai et al. (2005) compared between SVM regression, mean, and median. The 
experimental results showed that SVM has better precision than other methods. The 
authors did not use neither RMSE, MAE, nor R2 score to evaluate the precision (Honghai 
et al., 2005). Pelckmans et al. (2016) proposed an approach to handle the missing values 
which have an impact on the outcome. Some insights of their approach into the problem 
are: one step optimisation for handling missing values is preferred; only the cases 
containing missing values that relevant for the prediction are recovered; and benefiting 
from additive models (Hastie and Tibshirani, 1990) and componentwise kernel machines 
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(Pelckmans et al., 2016) to enabling the modelling in handling missing values. Although 
the pros of this approach that the classification rules can be learned from the data 
regardless of the completeless of all variables, the authors focused on the classification 
accuracy rather than the imputation accuracy (Pelckmans et al., 2005). 

3 Proposed approach 

To provide a more in-depth description of the proposed method understanding, an 
illustrative example is considered in this section. Consider the next dataset with  
19 observations and fpur variables. X1, X2, and Z are independent, and y is dependent. 

Table 2 Illustrative example of data containing missing values 

 X1 X2 Z y 

1 0.23 3.95 2.43 326 

2 NaN 3.89 2.43 55 

3 NaN 4.05 2.31 327 

4 0.29 4.05 2.63 334 

5 0.31 4.34 2.73 335 

6 0.24 3.94 2.48 336 

7 0.24 3.95 2.47 336 

8 0.26 4.07 2.53 337 

9 0.22 3.87 2.49 337 

10 0.23 4.25 2.39 338 

11 NaN 4.25 2.73 339 

12 NaN 44 2.46 326 

13 NaN 3.88 2.33 342 

14 0.31 4.35 2.46 344 

15 0.2 3.79 2.27 345 

16 0.32 4.38 2.68 345 

17 0.3 4.31 2.68 348 

18 0.3 4.23 2.7 351 

19 0.3 4.23 2.71 326 

The used terminology list is described in Table 3. 
In X1, Obs((2, 3, 11, 12, 13), X1) are missing values. valObs(12, X1) = NaN, 

valObs(12, y) = 326 which found in Obs((1, 19), y). The values in X1 opposite to 
observations 1 and 19 in y are 0.23 and 0.3. The fourth NaN in X1 will be imputed by the 
average of these values, 0.265. The values in y opposite to the first, second, and third 
NaNs in X1, which is found in the second, third, and eleventh observations, are 55, 327, 
and 339, all these values are unique in y, there are no opposite values for these values in 
X1, therefore the y variable cannot be used to impute these NaNs, other variables will be 
used. X2 can impute the second NaN, observation 3 in X1, valObs(3, X2) = 4.05 which is 
found in Obs(4, X2). The value in X1 opposite to observation 3 in X2 is 0.29. The second 
NaN in X1 will be imputed by 0.29. In the same manner, X2 will impute the third NaN. 
The first NaN will be imputed by Z. For the fifth NaN, in observation 13, none of the 
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variables can be used to impute it, therefore another method will be used (e.g., 
unconditional mean). The choice of ordering the other variables depends on the 
correlation between X1, X2, Z, and y. y has higher correlation with X1, therefore, it will 
be the first candidate for imputation. X2 has higher correlation than Z, X2 will be the next 
candidate for imputation. These steps can be considered in matrix/graph as follows: 

Table 3 List of terminology 

Term Description Example 

Obs(k, Xi) Observation k in the ith X variable  

valObs(k, Xi) Value of observation k in the ith X 
variable 

valObs(1, X1) = (0.23) 

F1 = Loc(NaN, Xi) Locations of NaNs in the ith X 
variable 

Loc(NaN, X1) = (2 3 11 12 13) 

F2 = valObs(F1, y) Value in y that opposite to the jth 
NaN in the ith X variable 

valObs(Loc(NaN4, X1), y) = (326) 

F3 = Loc(F2, y) Locations of value in y that 
opposite to the jth NaN in the ith X 
variable 

Loc(valObs(Loc(NaN4, X1), y), y)  
= (1 12 19) 

F4 = valObs(F3, 
Xi) 

Values of locations of value in y 
that opposite to the jth NaN in the 
ith X variable 

valObs(Loc(valObs(Loc(NaN4, X1), 
y), y), X1) = (0.23 NaN 0.3) 

average (F4) Average of values of locations of 
value in y that opposite to the jth 
NaN in the ith X variable 

average 
(valObs(Loc(valObs(Loc(NaN4, 
X1), y), y), X1)) = average(0.23, 0.3) 
= 0.265 

card(NaN, Xi) Cardinality of NaNs in the ith X 
variable 

card(NaN, X1) = 5 

card(F4  valObs  
≠ (NaN), Xi) 

Cardinality of values of locations 
of value in y that opposite to the 
jth NaN in the ith X variable 

card(valObs(Loc(valObs(Loc(NaN4, 
X1), y), y), X1)  valObs ≠ (NaN), 
X1) = 2 

   [0, 1], is a user choice. In this work,  ≤ 0.03 

Figure 5 Matrix/graph of which variables can impute missing value(s). Ones/zeros mean: 
variable can impute/not impute corresponding observation 

 

This matrix/graph elucidates that y can impute observation 13, X2 can impute 
observations 4 and 12, and Z can impute observation 13. Following is the algorithm of 
the proposed method. 
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Algorithm Proposed method 

1 Initialisation 
2  Determine variables with missing values. 
3  Determine the locations of NaNs in the variable of interest. 
4 Features selection 

5  Order other variables according to the correlation with the variable of interest. 
6  Choose the variable with higher average of card(F4  valObs ≠ (NaN), Xi). 

7 Imputation 

8  Impute the jth NaN with average (F4) 

9  Repeat for all NaNs in this variable. 

10 Repeat for all variables 

11 If card(NaN, Xi) > 0 

12  Impute survived NaNs using another imputation method (e.g., unconditional 
mean). 

4 Datasets exploration and feature selection 

The proposed method depends on other features for imputing the variable of interest, it is 
indispensable to select the best donors which will be used in the imputation. Selecting the 
donors will affect directly and significantly on the quality of the data which in turn will 
affect the accuracy of the used algorithm. This study looked into the dataset to explore it 
and recommend the donors. It is desirable for most machine learning algorithms to work 
with numbers other than text. The text attributes in the datasets on hand will be handled 
and transformed from text categories to integer categories, then from integer categories to 
one-hot vectors. Appendix A contains the actual data. 

For simplicity, only the first variable is considered to be the recipient. Conclusions 
derived from data analysis are: 

1 For admission dataset, the first variable of interest is ‘GRE Score’. 

 With 5% of missing, card(NaN, “GRE Score”) = 19, two variables are 
candidates for the imputation, ‘Chance of Admit’, and ‘CGPA’. ‘CGPA’ has 
higher correlation, however, the average of card(F4: y = “Chance of Admit”  
valObs ≠ (NaN), “GRE Score”) > average of card(F4: y =“CGPA”  valObs ≠ 
(NaN), “GRE Score”) and  < 0.03, therefore ‘Chance of Admit’ is the first 
candidate for imputation. ‘Chance of Admit’ imputed all missing values in 
‘GRE Score’. 

 With10%, 15%, and 25% of missing, ‘TOEFL Score’ imputes all missing 
values. 

 With 20%, ‘TOEFL Score’,’ CGPA’, and ‘Chance of Admit’ are candidates to 
be the donors. ‘TOEFL Score’ is the first candidate because it is higher in both 
correlation and average of card(F4  valObs ≠ (NaN),“GRE Score”), it imputed 
90 missing values from 91. card(F4: y =“CGPA”  valObs ≠ (NaN), “GRE 
Score”) = 0, ‘CGPA’ could not impute the remaining NaN. The survived NaN 
will be imputed using ‘Chance of Admit’. 
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2 For profit dataset, the first variable of interest is ‘R&D Spend’. 

 With 5%, and 10% of missing, ‘Marketing Spend’, ‘Profit’, and 
‘Administration’ are the candidates according to the correlation, however, 
average of card(F4  valObs ≠ (NaN), “R&D Spend”) = 0. None of them will be 
used in the imputation. Variable who has the right to impute is ‘State 1’. Its 
correlation is very low, but it has a huge average of card(F4  valObs ≠ (NaN), 
“R&D Spend”), this is because of its categorical attribute. It imputes all the 
missing. 

 With 15%, card(NaN, “R&D Spend”) = 161, average of card(F4: y = 
“Marketing Spend”  valObs ≠ (NaN), “R&D Spend”) > 0. ‘Marketing Spend’ 
is the first candidates, it imputed 1 of 161 NaNs. card(F4: y = “Pofit”, 
“Administration”  valObs ≠ (NaN), “R&D Spend”)= 0. ‘Pofit’, and 
‘Administration’ will not be used in the imputation. Survived missing will be 
imputed with ‘State 2’. 

 With 20%, and 25%, ‘Marketing Spend’, and ‘State 1’ imputed missing values 
respectively. 

3 For wine dataset, the first variable of interest is ‘fixed.acidity’. 

 With 5%, ‘citric acid’ imputes all missing values. 

 With 10%, 15%, 20%, and 25%, ‘citric acid’, and ‘density’ impute missing 
values respectively. 

4 For air quality dataset, the first variable of interest is ‘co_gt’. 

 ‘no2_gt’, ‘nox_gt’, ‘nmhc_gt’, and ‘ah’ impute missing values respectively in 
all missing percentage. 

5 For diamond dataset, the first variable of interest is ‘carat’. 

 With 5%, and 10%,’z’, ‘x’, and ‘price’ imputed all missing values respectively. 

 With 15%, ‘x’, ‘y’, ‘z’, and ‘price’ imputed all missing values respectively. 

 With 20%, ‘x’, ‘z’, and ‘price’ imputed all missing values respectively. 

 With 25%, ‘x’, ‘y’, ‘z’, ‘price’, and ‘colour’ imputed all missing values 
respectively. 

From the above, it can be inferred that the categorical variable is not recommended to be 
the first donor because it behaves somewhat similar to unconditional mean. 

5 Results 

As part of the experiment on the datasets on hand, the missing values were imputed using 
five common R packages, namely Mice, Vim, Missforest, Simpute, and Forimpute one 
by one, the following parameters were compared: 

 imputation time 

 accuracy 

 RMSE and MAE. 
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The performance is measured using loss (e.g., MSE regression loss, and MAE regression 
loss), and coefficient of determination. This section is divided into three sub-sections. 
The first one discusses the imputation time, the second discusses the performance, and 
the third sub-section discusses the accuracy. 

The experiments were carried out using a computer with the following specification: 

 Memory: 12 GB 

 Processor: Intel core i5-2400 (3.10 GHz) 

 Hard disk: 1 TB 

 Operating system: Gnu/Linux Fedora 28 

 Programming languages: Python (version 3.7), and R (version 3.5.2). 

5.1 Imputation time analysis 

Appendix B contains the actual data of the time taken for imputation using the  
R packages and the proposed method. The salient observations are: 

 As for Missforest, imputation time is significantly affected by the size of dataset. 
Increase in missing values in the dataset has no effect on the imputation time. 

 Simpute behaves somewhat similar to Vim with less imputation time. 

 In a very concrete behaviour, longest imputation time is found in Forimpute. 
Increase in missing values in each dataset increases imputation time. Foreimpute 
failed to impute air quality and diamond datasets with size of 4,898 and 5,3940 
respectively. 

 As for Vim, imputation time increases with increase in size of datasets. Increase in 
percentages of missing values in each dataset does not affect its imputation time. 

 In case of Mice, imputation time is small with small size dataset, and increases with 
increase in the size. On contrary to Vim, imputation time in Mice increases as the 
missing increases. 

5.2 Performance measure 

RMSE is a typical and preferred performance measure, it measures the standard deviation 
of the errors the system makes in its predictions. RMSE is represented mathematically as: 

   2

1

1
ˆ ˆ,

m
i i

i
RMSE y y y y

m 
   (1) 

where yi is the corresponding true value, m is the number of samples, and ˆiy  is the 

predicted value of the ith observation. The datasets on hand may contain outliers. The 
proposed method does not deal with outliers, the only function of the proposed method is 
imputation. RMSE is sensitive to outliers, therefore, to avoid sensitivity of RMSE if 
outliers are found, another measure is considered (e.g., MAE) in addition to using RMSE. 
MAE is defined by the following equation: 
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 
1

1
ˆ ˆ,

m
i i

i
MAE y y y y

m 
   (2) 

Performance measure comparisons resulted from using R packages is shown in  
Appendix B. 

5.3 Accuracy analysis 

The accuracy can be defined as; how well unseen observations are likely to be predicted 
by the model. Coefficient of determination, R2 (pronounced ‘R squared’) is used to 
measure accuracy. Best possible score is 1.0. R2 can be defined by the following 
equation: 

 
 

 

2

12
2

1

ˆ
ˆ, 1

m
i i

i
m

i
i

y y
R y y

y y






 






 (3) 

where 
1

1
.

m
i

i
y y

m 
   

Appendix C contains the actual data. The observations are listed below: 

 As for Vim, accuracy is better than the proposed method in datasets with small size, 
admission, and profit. With wine, air quality, and diamond, the proposed method is 
better. 

 In case of Mice, the proposed method is better except in the Profit dataset. 

 Missforest achieves the best accuracy on all datasets. 

 The proposed method attains better accuracy over Forimpute except in Profit dataset. 
In addition, it failed in air quality and diamond. 

 Simpute achieves better accuracy over the proposed method in admission and profit 
(small datasets). The proposed method is better in big datasets (wine, air quality, and 
diamond). 

6 Conclusions and future work 

The effect of missing value imputation is investigated in this paper using five popular  
R packages. The effect is measured in terms of error regression loss and accuracy. This 
paper proposed a new method for imputing missing values by the aid of other features 
(donors). Selection of the features for the imputation affects the quality of the data. The 
proposed method selects the donors with high correlation with the variable of interest 
taking into account the number of cases which will be used in the imputation. The high 
correlation between the donor variable which will impute and the receipt variable which 
will be imputed, and the bountiful number of similar values in donor corresponding to 
every missing value in the receipt lead to high accuracy and low error. The proposed 
method is not efficient with the dataset with categorical attributes, it behaves somewhat 
similar to unconditional mean, where all missing values may be imputed with similar 
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values. In case that all donors did not impute all missing values, the survived missing 
values will be imputed using another imputation method (i.e., unconditional mean). From 
the point of view of imputation time; the proposed method is better than Missforest and 
Forimpute with all datasets with different sizes and better than Mice in big dataset. 
Simpute and Vim are better than the proposed method in all datasets with different sizes. 
From accuracy point of view; the proposed method is better than Vim, Simpute, and Mice 
in big datasets. Missforest is better in all datasets. The proposed method is better than 
Forimpute in all datasets except profit dataset (i.e., the proposed method is not suitable 
for this dataset because of its categorical attributes). The findings of the proposed method 
make it easy to implement and can be used with various datasets like educational 
datasets, medical datasets, etc. In future works, the proposed imputation method will be 
analysed in other datasets. In addition, the proposed method will be improved to handle 
missing values in categorical attributes. 
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Appendix A 

Feature selection 

Table A1 Admission dataset 

% 
missing 
value 

# 
missing 
values 

Variables Correlation Used in 
imputation  

Avg(card(F4  
valObs ≠ (NaN), 
“GRE Score”)) 

#imputed 
missing 
values 

Chance of 
admit 

0.8097 Yes 10.421 5 19 

CGPA 0.8279 No 

0.018 

3.579 

19 

10 51 TOEFL score 0.8302 Yes  21.098 51 

15 79 TOEFL score 0.8307 Yes  19.975 79 

TOEFL score 0.8339 Yes 0.0229 18.385 

CGPA 0.8194 No 0.0076 2.264 

90 20 91 

Chance of 
admit 

0.8118 Yes  7.791 1 

25 117 TOEFL score 0.8274 Yes  17.983 117 

Table A2 Profit dataset 

% 
missing 
value 

# 
missing 
values 

Variables Correlation Used in 
imputation  

Avg(card(F4  
valObs ≠ 

(NaN), “R&D 
Spend”)) 

#imputed 
missing 
values 

Marketing 
spend 

0.9789 No 0.036 0 0 

Profit 0.9426 No 0.367 0 0 

Administration 0.5755 No 0.541 0 0 

5 56 

State 1 0.0342 Yes  520.571 56 

Marketing 
spend 

0.9774 No 0.014 0 0 

Profit 0.9627 No 0.37 0 0 

Administration 0.5918 No 0.578 0 0 

10 98 

State 1 0.0138 Yes  509.776 98 

Marketing 
spend 

0.9784 Yes 0.019 0.012 1 

Profit 0.9599 No 0.366 0 0 

15 161 

Administration 0.5943 No 0.572 0 0 
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Table A2 Profit dataset (continued) 

% 
missing 
value 

# 
missing 
values 

Variables Correlation Used in 
imputation  

Avg(card(F4  
valObs ≠ 

(NaN), “R&D 
Spend”)) 

#imputed 
missing 
values 

  State 2 0.0224 Yes  466.814 160 

Marketing 
spend 

0.9755 Yes 0.041 0.005 1 

Profit 0.9343 No 0.361 0.005 0 

Administration 0.5737 No 0.524 0.005 0 

20 208 

State 1 0.0494 Yes  442.01 207 

Marketing 
spend 

0.983 Yes 0.051 0.013 2 

Profit 0.9323 No 0.379 0.004 0 

Administration 0.5534 No 0.507 0.004 0 

25 236 

State 1 0.046440732 Yes  430.4067797 234 

Table A3 Wine dataset 

% 
missing 
value 

# 
missing 
values 

Variables Correlation Used in 
imputation  

Avg(card(F4  
valObs ≠ (NaN), 
“fixed.acidity”)) 

#imputed 
missing 
values 

5 254 Citric acid 0.284 Yes  154.307 254 

 Citric acid 0.2861 Yes 0.02 144.023 481 10 

482 Density 0.2658   16.367 1 

Citric acid 0.29 Yes 0.018 134.249 747 15 748 

Density 0.2718   15.146 1 

Citric acid 0.2913 Yes 0.02 127.809 970 20 972 

Density 0.2723   13.516 2 

Citric acid 0.2749 Yes 0.014 117.956 1,260 25 1,262 

Density 0.2605 Yes  13.181 2 

Table A4 Airquality dataset 

% 
missing 
value 

# missing 
values Variables Correlation 

Used in 
imputation  

Avg(card(F4 ∀ 
valObs ≠ (NaN), 

“co_gt”)) 

#imputed 
missing 
values 

no2_gt 0.668 Yes 0.145 324.966 430 

nox_gt 0.524 Yes 0.397 311.219 16 

5 470 

nmhc_gt 0.127 Yes  7,104.998 24 

no2_gt 0.674 Yes 0.145 287.947 854 

nox_gt 0.529 Yes 0.402 271.590 23 

10 923 

nmhc_gt 0.127 Yes  6,816.757 46 
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Table A4 Airquality dataset (continued) 

% 
missing 
value 

# missing 
values Variables Correlation 

Used in 
imputation  

Avg(card(F4 ∀ 
valObs ≠ (NaN), 

“co_gt”)) 

#imputed 
missing 
values 

no2_gt 0.678 Yes 0.148 251.753 1,245 

nox_gt 0.530 Yes 0.400 236.545 38 

15 1,353 

nmhc_gt 0.131 Yes  6,535.355 70 

no2_gt 0.670 Yes 0.145 257.756 1,697 

nox_gt 0.525 Yes 0.395 244.771 67 

20 1,885 

nmhc_gt 0.130 Yes  6,092.082 121 

no2_gt 0.682 Yes 0.148 225.421 2,132 

nox_gt 0.534 Yes 0.406 212.817 81 

25 2,382 

nmhc_gt 0.128 Yes  5,701.063 169 

Table A5 Diamond dataset 

% 
missing 
value 

# missing 
values 

Variables Correlation Used in 
imputation  

Avg(card(F4  
valObs ≠ (NaN), 

“carat”)) 

#imputed 
missing 
values 

z 0.9525 Yes 0.022 290.909 2,670 

x 0.9749 Yes 0.053 169.699 1 

y 0.9505 No 0.029 168.223 0 

5 2,672 

price 0.9217 Yes  17.380 1 

z 0.9520 Yes 0.023 277.338 5,290 

x 0.9747 Yes 0.026 162.406 4 

y 0.949 No 0.028 162.140 0 

10 5,295 

price 0.9210 Yes  16.612 1 

x 0.9755 Yes 0.022 152.890 8,019 

y 0.9537 Yes 0.002 153.051 5 

z 0.9516 Yes 0.030 260.067 2 

15 8,027 

price 0.9218 Yes  15.805 1 

x 0.9760 Yes 0.027 142.824 10,898 

z 0.9493 Yes 0.002 243.104 6 

y 0.9470 No 0.027 142.902 0 

20 10,905 

price 0.9203 Yes  14.995 1 

x 0.9744 Yes 0.001 133.999 13,550 

y 0.9739 Yes 0.027 133.698 8 

z 0.9471 Yes 0.025 227.729 2 

price 0.9216 Yes 0.628 13.878 1 

25 13,562 

colour 0.2939 Yes 0.111 6484.812 1 



   

 

   

   
 

   

   

 

   

    Missing data imputation by the aid of features similarities 99    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

Appendix B 

Imputation time, RMSE, and MAE comparisons 
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Imputation time, RMSE, and MAE comparisons (continued) 
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Imputation time, RMSE, and MAE comparisons (continued) 
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Imputation time, RMSE, and MAE comparisons (continued) 
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Appendix C 

Accuracy comparisons 
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