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Extraction of breast cancer biomarker status

Abstract: We employed natural language processing (NLP) algorithms to
extract estrogen receptor (ER), progesterone receptor (PR), and human
epidermal growth factor 2 (HER2) receptor status for females with breast
cancer using unstructured (free text) EMR data, and to determine the
prevalence of triple negative breast cancer in the Indiana network for patient
care (INPC) population. We identified female patients in INPC with a history
of breast cancer over a ten year period who had at least five oncology notes or
one related pathology document. Based on manual chart review, our NLP
algorithms for extracting ER, PR, and HER2 receptor status performed well
with sensitivity 87.5% to 92.6%, specificity 88.6% to 95.8%, positive
predictive values (PPV) 82.4% to 99.0%, and negative predictive values (NPV)
85.2% to 97.7%. This study confirmed our primary hypothesis that NLP
algorithms are effective in identifying important breast cancer biomarkers in
patients with breast cancer using unstructured data.
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1 Introduction

The National Cancer Institute (2018) defines a biomarker as “a biological molecule found
in blood, other body fluids, or tissues that is a sign of a normal or abnormal process, or of
a condition or disease.” Various biomarkers are important in diagnosis, prognosis, and
predicting the response to certain therapies. They are particularly important to drug
discovery, providing information on drug efficacy and safety (Fan et al., 2006; Voduc
et al., 2010). Because biomarkers can predict drug efficacy more quickly than
conventional clinical endpoints, they can accelerate product development (Foukakis and
Bergh, 2016).

Biomarkers such as estrogen receptors (ER), progesterone receptors (PRs), and
human epidermal growth factor 2 (HER2) receptors have been especially important in the
case of breast cancer (Carey et al., 2014). Assessment of ER, PR, and HER2 receptor
status is a routine component in the workup of patients with breast cancer, and essential
to determining the need and type of adjuvant therapy (Howlader et al., 2014). Given their
importance to prognosis, biomarkers are also often used in clinical trials to stratify
patients into randomised groups when testing novel treatments (Koboldt et al., 2012).
Insights regarding these biomarkers have led to new therapies for breast cancer, such as
the selective ER modulators (SERMs) and selective ER downregulators (SERDs)
(Maximov et al., 2013).

Breast cancer is the leading cause of cancer death in women worldwide. In the USA,
breast cancer is the most common female cancer and the second most common cause of
cancer death in women (American Cancer Society, 2018). A pharmaceutical company in
USA has conducted a number of trials searching for more effective breast cancer
treatments. An ongoing clinical research study is evaluating the investigational study
drug, pembrolizumab (MK-3475) for treating metastatic ‘triple-negative’ breast cancer —
or breast cancer that lacks all three biomarkers, the ER, PR, and HER2 receptor
biomarkers.

The widespread availability of large electronic medical records (EMRs) provides new
possibilities for efficiently identifying patient with particular characteristics, such as
women with a history of ‘triple negative’ breast cancer. However, others have noted that
such cancer characteristics are poorly captured in structured clinical data, and instead
commonly found only in free text clinical documents such as pathology reports (Liao
et al., 2015). Culling the desired data from these free text sources can be challenging and
requires natural language processing (NLP).

To such ends, the Regenstrief Institute created an advanced text-mining and NLP
platform for the development and validation of methods for extracting critical
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information from free-text documents. In this protocol, we describe a study leveraging
this platform and utilising unstructured free text data to create an NLP phenotype for
breast cancer biomarkers.

The primary objectives of the study are as follows:

1  to determine the performance of NLP algorithms for extracting ER, PR, and HER2
receptor status for patients with breast cancer using unstructured (free text) EMR
data

2 to determine the prevalence of triple negative breast cancer in the INPC population

The primary hypothesis is that NLP algorithms data will effectively identify the ER, PR,
and HER?2 receptor status for patients with breast cancer using unstructured EMR data.

2 Study design

Per the protocol, the Indiana network for patient care (INPC) was queried to identify a
cohort of breast cancer patients. Breast cancer was identified via ICD9 and ICD10 code
between 1 January 2006 and 31 December 2015. Furthermore, patients were required to
meet a secondary criteria of having pathology or oncology text documents available to be
included in the cohort. This requirement was at least one pathology document or at least
five oncology documents in the period of 90 days before or up to one year following the
first breast cancer diagnosis. Finally, only females over eighteen years of age at the time
of the first breast cancer diagnosis were included in the cohort.

These criteria generated a cohort of 13,310 patients, whose text reports (all available
text reports, not just pathology/oncology) were then imported to nDepth, the Regenstrief
NLP platform, for review. nDepth was then used to develop an algorithm to identify the
biomarker status of the patient’s breast cancer. Using regular expressions and the nDepth
platform, a set of heuristics were developed to identify and extract specific sentences
from the text reports containing relevant biomarker information. These relevant sentences
were then classified according to the order of certain keywords contained therein.
The most common sentence types were then given a score of —1, 0, or 1 for each of the
three biomarkers. For example, a sentence like ‘the patient has ER/PR positive breast
cancer’ would be classified as ER-PR-POS, and then assigned a score of ER =1, PR =1,
HER?2 = 0. Since a single patient often has dozens of relevant documents, each potentially
containing several relevant sentences, a single patient could have hundreds of relevant
sentences, each with their own score. Each patient was given an overall biomarker score
determined by taking the summation of scores over all associated sentences. If the score
was positive, then the patient is interpreted as having a positive biomarker, if negative it
is interpreted as a negative biomarker, and if zero, it is interpreted as being unavailable in
the data or otherwise unknown.

To validate the performance of the algorithm, 200 patients were each manually
reviewed by two chart reviewers. In the case of chart reviewer disagreement, the patient
was manually reviewed by the principal investigator and those results used in the
analysis. Due to technical issues with the nDepth platform, only 194 patient reviews were
usable. One other patient was excluded due to multiple primary tumours with differing
biomarker profiles (something for which the algorithm cannot compensate).
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3 Results

Performance of the NLP algorithms for extracting ER, PR, and HER2 were evaluated via
chart review. Two chart reviewers cross-validated the results. Table 1 shows the cross
validation agreement for negative, positive and indeterminate results. Agreement between
chart reviewers appears to be high: kappa scores are 0.90 for ER, 0.90 for PR, and 0.93
for HER2, respectively.

Table 1 Cross-validation of NLP algorithms

ER
Reviewer 2
Negative Indeterminate Positive
Reviewer 1 Negative 20 0 2
Indeterminate 2 58 2
Positive 2 3 105
PR
Reviewer 2
Negative Indeterminate Positive
Reviewer | ~ Negative 29 1 0
Indeterminate 3 62 2
Positive 3 3 91
HER?2
Reviewer 2
Negative Indeterminate Positive
Reviewer 1 Negative 87 2 0
Indeterminate 4 82 0
Positive 2 0 17

Performance statistics for the NLP algorithms demonstrates good performance of the
NLP algorithm for all evaluation parameters. Among them, the sensitivity ranges from
87.5% to 92.6%; the specificity ranges from 88.6% to 95.8%; the positive predictive
values (PPV) range from 82.4% to 99.0% and the negative predictive values (NPV) range
from 85.2% to 97.7%.

Table 2 Performance of NLP algorithms

Reviewer
Sensitivity Specificity PPV NPV
NLP ER 89.91 95.83 98.99 85.19
PR 92.55 88.57 97.75 93.94
HER2 87.50 91.40 82.35 97.70

Details of the agreement between the NLP algorithms and chart reviews are shown in
Table 3. The agreements between the NLP and chart reviewers appear to be high. The
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kappa agreement values for ER, PR and HER2 are 86.7%, 88.3% and 89.2%,
respectively.

Table 3 Cross-validation of NLP algorithms with all data

ER
Reviewer
Negative Indeterminate Positive
NLP  Negative 23 2 2
Indeterminate 1 57 9
Positive 0 1 98
PR
Reviewer
Negative Indeterminate Positive
NLP  Negative 31 1 1
Indeterminate 4 61 6
Positive 0 2 87
HER?2
Reviewer
Negative Indeterminate Positive
NLP  Negative 85 0 2
Indeterminate 7 82 0
Positive 1 2 14

After validation of the NLP algorithms, the algorithm was applied to all available data.
Prevalence of each combination of the three biomarkers was estimated. All patients were
female. The minimum age was 18 and the maximum was greater than 90, with mean
(SD) =60 (14).

Biomarker combination frequencies, excluding patients who had at least one
indeterminate biomarker, are shown in Table 4.

Table 4 Numbers of biomarker combinations
ER PR HER2 N %
- - - 1,190 17.20
- - + 457 6.60
- 48 0.69
- + + 14 0.20
+ - - 559 8.08
+ - + 185 2.67
+ - 3,915 56.58
+ + 552 7.98

Table 5 presents frequencies of all biomarker combinations, including all patients
(includes indeterminate biomarkers, ‘i’).
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Table 5 Number of biomarker combinations for all patients
ER PR HER2 N %
-1-1-1 - - - 1,190 8.94
-1-10 - - i 276 2.07
-1-11 - - + 457 3.43
-10-1 - i - 13 0.10
-100 - i i 59 0.44
-101 - i + 12 0.09
-11-1 - + - 48 0.36
-110 - + i 5 0.04
-111 - + + 14 0.11
0-1-1 i - - 24 0.18
0-10 i - i 11 0.08
0-11 i - + 9 0.07
00-1 i i - 159 1.19
000 i i i 4,243 31.88
001 i i + 75 0.56
01-1 i + - 17 0.13
010 i + i 16 0.12
011 i + + 3 0.02
1-1-1 + - - 559 4.20
1-10 + - i 139 1.04
1-11 + - + 185 1.39
10-1 + i - 118 0.89
100 + i i 180 1.35
101 + i + 41 0.31
11-1 + + - 3,915 29.41
110 + + i 990 7.44
111 + + + 552 4.15

Table 6 shows frequencies of each biomarker, excluding patients who were indeterminate
for the specific biomarker.

Table 6 Frequency distribution of biomarkers
N %
ER - 1,709 24.70
+ 5,211 75.30
PR - 2,391 34.55
+ 4,529 65.45
HER2 - 5,712 82.54

+ 1,208 17.46
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Table 7 presents frequencies of each biomarker, including all patients (includes
indeterminate biomarkers, ‘i’).

Table 7 Frequency distribution of biomarkers including all patients
N %
ER - 2,074 15.58
i 4,557 34.24
+ 6,679 50.18
PR - 2,850 21.41
i 4,900 36.81
+ 5,560 41.77
HER2 - 6,043 45.40
i 5,919 44.47
+ 1,348 10.13

4 Discussions

Employing an INPC cohort of adult female patients with a history of breast cancer, we
confirmed that the performance of our NLP algorithms for extracting ER, PR, and HER2
receptor status was good with sensitivity 87.5% to 92.6%, specificity 88.6% to 95.8%,
PPV 82.4% to 99.0%, NPV 85.2% to 97.7%.This study further supports our primary
hypothesis that NLP algorithms could be effective in identifying important breast cancer
biomarkers in patients with breast cancer using unstructured data.

We also determined biomarker combination frequencies for the entire adult female
breast cancer cohort. An important subset of breast cancer patients who are eligible for
the investigational study drug pembrolizumab (MK-3475) are those with ‘triple-negative’
metastatic disease. For patients with evidence of biomarker information for all three
receptors in unstructured data, we found an incidence of 17.2%. It is notable that this
compares very favourably to previously described rates for triple negative breast cancer
of 15-20% (Kumar and Aggarwal, 2016).

It is concluded that the NLP algorithms using regular expressions on unstructured
EMR data would be an effective method of identifying adult female breast cancer
patients for chemotherapy trials that rely on ER, PR, and HER2 receptor status criteria.
Future studies should further examine the performance and feasibility to use NLP
algorithms in identifying patients for clinical trials based on unstructured EMR data
across various cancers and broader populations.
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